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Abstract—Sentiment analysis acquired a great area of 
attention in the microblogging websites and analysis of 
sentiment is a practice of categorization and identification of 
opinions that are articulated as speech, text, database 
sources and tweets to detect if opinion is negative, positive or 
neutral. The challenge lies in determining sentiment from 
the tweets due to the unique characteristics of Twitter data. 
This paper presents an approach for sentiment analysis by 
adapting a Hadoop framework and deep learning classifier. 
The Hadoop cluster is used for the distribution of data for 
extracting the features. Then, the significant features are 
extracted using the twitter data. The deep learning classifier, 
namely deep recurrent neural network classifier is used 
assign a real-valued review to each input twitter data thus, 
classifying the input data into two classes, such as positive 
review and negative review. The analysis of the performance 
is done using metrics like, classification accuracy, sensitivity 
and specificity. In contrast to classical strategies, the 
proposed method offered improved classification accuracy of 
0.9302, better sensitivity of 0.9404 and high specificity of 
0.9157, respectively. 
 
Keywords—Sentiment analysis, feature extraction, feature 
classification, Hadoop cluster, deep recurrent neural network. 

1. INTRODUCTION 
Microblogging websites have emerged as the source with 
various information. The people discuss the current 
issues, post their opinions on various topics, and express 
their opinion regarding the products they use in their daily 
life in microblogs. The manufacturing companies have 
also started conducting polls to get a sentimental analysis 
of their product and study the reactions of the users 
through the microblogs [1]. The analysis of Sentiment is 
also known as opinion mining, subjectivity examination, 
and extraction of appraisals. The tasks involved in 
sentimental analysis are extraction of sentiment, 
classification of subjectivity, classification of sentiment, 
summarization of opinions and detection of spams. The 
Sentiment analysis analyzed the emotion, attitude and 
sentiment of the people towards the elements, like 
individuals, products, organizations, topics, and services 
[2]. The development of big data has provided enormous 
opportunities in the field of sentiment analysis [3]. 
Sentiment analysis provided information regarding the 
product to the customers before buying it. This analysis 
data is used by the firms and Marketers to understand 
about their services or products that help in offering 
services as per the requirements of the user.   

In the past days, analysis of sentiment using twitter 
data has gained substantial interest. Unified methods are 
developed for analyzing the tweets with importance on a 
domain�specific model [4]. The sentiments are 
categorized using machine learning techniques or 

supervised approach and lexicon based strategies or the 
unsupervised approach. The machine learning approach 
uses Support Vector Machine (SVM) [5], k-nearest 
neighbors (k-NN) [6], and Naïve Bayes (NB) [7] for 
sentiment classification. Sentiments are also anticipated 
using expressions, words, documents, patterns or Natural 
Language Processing (NLP) [8]. Several studies have 
been conducted for analyzing the user sentiments in 
Twitter. The user reviews in twitter are classified as 
positive, negative or neutral and they are categorized into 
two different classes, such as white box and black box. 
The black box classification algorithm uses definite 
knowledge-based rules for addressing the issues of 
classification. Some of the black box classification 
algorithm are SVM, NB, artificial neural networks 
(ANNs), maximum entropy (ME), discriminant analysis 
(DA), k-NN and genetic algorithms (GAs) [9, 10]. The 
strategies based on white-box classification includes set-
based strategies [11], decision trees, associative rules and 
sequential covering [8] algorithms.  

The objective of the proposed sentiment analysis 
model is to allocate a review of real-valued input twitter 
data using deep recurrent neural network. The review 
specifies the expediency of result for analyzing 
sentiments. The proposed approach involves two steps, 
namely extraction of features, and classification. Initially, 
the input twitter data is subjected to the Hadoop cluster to 
distribute data for the extraction of feature. The obtained 
features are fed to classification module, wherein a 
classifier, named deep recurrent neural network is 
employed. On the basis of extracted features, the deep 
recurrent neural network classifier performs the 
classification, providing two classes, namely positive 
review and negative review 

The paper is structured as: section 1 illustrates 
sentiment analysis; Section 2 portrays the survey of 
classical sentiment analysis strategies. Section 3 
elaborates proposed method, section 4 instantiates results 
and Section 5 provides the conclusion. 

II. LITERATURE SURVEY 
The literature survey of sentiment analysis strategies are 
as follows: Asghar, M.Z.,et al.[4] developed a Twitter 
sentiment analysis framework known as T�SAF. This 
method focused on domain�specific words from various 
domains thus, improving performance of the sentiment 
classifier. However, this method failed to include 
context�aware features for tweets classification. Asghar, 
M.Z.et al.[9] modeled a Rule Induction Framework 
known as RIFT. Although this method improved the 
performance by classifying the tweets in accordance with 
emoticons and slang, it resulted in inaccurate scoring. 
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Plunz, R.A.et al.[12] designed a Geolocated Twitter 
framework that helped the people to understand the 
expressed sentiment. However, this method failed to deal 
with densely populated metropolitan cities. Rodrigues, 
A.P. and Chiplunkar, N.N [13] developed a Hybrid 
Lexicon-Naive Bayesian Classifier (HL-NBC) for 
analyzing the sentiments of twitter data. Although this 
method had low execution time, it failed to filter the 
sarcasm sentiments and classify them. 
 

A. Challenges 
• The sentiment analysis based on Twitter 

analyzed the positive, neutral and negative 
reviews. The major challenge lies in building 
technology that identified and compiled the 
overall sentiment [14]. 

• The creation of noise while labelling the data is 
one of the challenges faced during the sentiment 
analysis of Twitter data [13]. 

• In [4], abbreviations and slang, limited lexicons 
of emoticons, insufficient and irregular words 
expressed by the users in their post resulted in 
low classifier accuracy in detecting the polarity 
of the tweets and the incomplete coverage of 
domain�specific words had resulted in incorrect 
sentiment classification and scoring. 

• Inorder to cleanse and analyze the sentiments of 
user at satisfactory level only a limited automatic 
and sophisticated Twitter-based content analysis 
tools were accessible. Hence, a dedicated and 
integrated platform based on Twitter-based 
content was needed for extracting the obtainable 
information in public from a huge text streams to 
synthesize and analyze the feedback of the 
customer [9]. 

 

III.PROPOSED CLASSIFICATION FRAMEWORK BASED 
ON HADOOP FOR SENTIMENT ANALYSIS 

 
Figure 1. portrays the block diagram of analyzing 

sentiment 
 

Sentiment analysis is a procedure for analyzing and 
classifying the opinion from text data. The sentimental 
analysis provided an overview of the public opinion about 
the certain topics. Here, the sentiment analysis is done 
using the Hadoop framework and deep learning classifier. 
Initially, the input twitter data is subjected to Hadoop 
cluster to distribute data for the extraction of features. The 
extraction of feature is carried out in the mapper phase. In 
the mapper phase, the significant features, like all-caps, 
emoticon, hashtag, elongated units, sentiment lexicon, 
negation, and punctuation are extracted from the twitter 
data. The obtained features are then fed in the shuffle, 

where lists of unique features are selected. The list of 
unique features is fed to the reducer. In the reducer phase, 
the features are classified using deep recurrent neural 
network classifier, which classifies the features into two 
classes, namely positive review and negative review [15]. 
Figure 1 portrays the schematic view for analyzing 
sentiments.  

A.Hadoop framework for sentiment analysis 
The Hadoop framework handles the issues with parallel 
executions, like recovery between the tasks, detection of 
failure and automatic tasks synchronization and dealt with 
large-scale data processing. In Hadoop, the data are 
processed by the user using MapReduce models. Thus, the 
Hadoop framework is used for effective analysis of 
sentiment using twitter data.  
 
a)Mapper phase in Hadoop framework 
In the initialization phase of the Hadoop framework, 100 
reviews from the twitter are considered as the input data. 
The number of Hadoop Distributed File System (HDFS) 
blocks required to process the input data are determined 
and HDFS path to the block are computed. The computed 
block paths are then copied using configuration file and 
job jar file to a shared directory of HDFS. The Map tasks 
required to process all the blocks are created using 
framework. Here, 10 such Mappers are required for 
processing the data blocks. The data blocks are processed 
and the features, like all-caps, emoticon, hashtag, 
elongated units, sentiment lexicon, negation, and 
punctuation are extracted from the twitter data. The all-
caps represent count of words considering all characters in 
the upper case. The emoticon features indicates the 
presence of the positive or negative emoticon. The 
presence of the number of hash tag is indicated by the 
Hashtag feature. The elongated unit indicates the number 
of basic computational that contains the elongated words. 
Sentiment lexicon is the count of sentiment words, total 
sentiment score, score of last sentiment words, and the 
maximal sentiment score for each lexicon. Negation 
indicates the number of negations as individual units in 
the segmentation. Punctuation is the number of 
contiguous sequence of question mark, dot and 
exclamation mark [16].  
 
b) Shuffle phase in Hadoop framework 
The intermediate outcome of Map phase was passed to the 
shuffle phase prior to the reduce phase. The shuffle phase 
has three phases, post-Map shuffling, copying and sorting 
phase. The post-Map shuffling stage happens at the end of 
the Map task in which the output of the Map task are 
divided and arranged. The features extracted from the 
twitter data are partitioned and sorted in this stage. In the 
copying stage, the Map tasks outputs is copied to local 
disk. The sorting stage forms the input to the reducer 
phase by performing merging and sorting operation. 
During the merging operation, the features that are unique 
are merged and sorted, which is given as the input to the 
reducer phase. 
 
c) Reduce phase in Hadoop framework 
In the reducer phase, the features are classified as positive 
and negative review using deep RNN. RNN is a 
supervised machine learning approach that is made up of 
artificial neurons having two or more feedback loops. 
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RNN requires targeted input pairs and training database 
for training in supervised manner. RNN comprises input 
layer, recurrent hidden layer and the output layer. The 
sequence of vectors at time t  is given as the input to the 
network, 

( )nt HHH ,...,1=    (1) 
The input is given to the hidden units of the fully 

connected RNN for which the connections are represented 
as, uvm , a weight matrix. The recurrent connections are 

used for joining the h hidden units of the hidden layer.  
( )mt DDDW ,...,, 21=    (2) 

The hidden layer indicates the state space of the 
system, which is represented as, 

( )tt BMW α=    (3) 
where, the activation function of the hidden layer is 

denoted as, (.)αM and the output gate ( tB ) determined 
the exposed memory content, which is expressed as,  

hiddentvvtuvt bDHB ++= −1γγ   (4) 

where, γ is the weight matrix and hiddenb is the bias of 
hidden units. The hidden layers linked with the hidden 
units are represented as, vvγ . The output layer of the deep 
RNN is given as, 

nt VVV ,...,1=     (5) 

where, 2=n , At time t , the output layer is 
represented as, 

( )outputtkhot bDaV += γ   (6) 

where, ( ).oa  is the activation function and outputb is 

the bias vector of the input layer. where, vlγ is the 
weighted connection of the hidden units that are linked to 
the output layer. The above equation is repeated for time, 

),...,1( τ=t . The output of the output layer is predicted 
by the hidden layer using the input vector in every time 
step. The unique information of the past states is 
summarized as the set of values in the hidden state RNN. 
The accurate classification in the output layer is provided 
by the combined information.  

IV. RESULTS AND DISCUSSION 
This section explains the analysis of proposed Hadoop 
based deep RNN method. The effectiveness of the 
proposed Hadoop based deep RNN method is determined 
by comparative analysis of the proposed Hadoop based 
deep RNN using conventional strategies.  

A. Experimental setup 
The proposedHadoop based deep RNN is executed in 
PYTHON software that executes in PC with Windows 8 
OS. Twitter US Airline Sentiment dataset [17] is used for 
the analysis of the proposed Hadoop based deep RNN 
method. 

B. Performance metrics 
The performance metrics, like classification accuracy, 
sensitivity and specificity are considered for the analysis 
of the proposed Hadoop based deep RNN method. 
 

C. Comparative methods 
The proposed Hadoop based deep RNN is evaluated with 
the classical strategies, like Rough Set Theory [18], PSO 
[19] and NB [20].  

D. Comparative analysis  
The analysis of the proposed Hadoop based deep RNN 
method is performed considering performance measures, 
like classification accuracy, sensitivity and specificity.  
 
a)Analysis using classification accuracy: Figure 2 
depicts the analysis of the classification accuracy by 
varying the training percentage. Figure 2 a) portrays 
analysis of classification accuracy for Number of 
Mappers=5. For the training percentage 90, the 
classification accuracy obtained by the Rough Set Theory, 
PSO, NB and the proposed Hadoop based deep RNN 
method is 0.9086, 0.9118, 0.9206, and 0.9300 
respectively. Figure 2 b) shows the analysis of 
theclassification accuracy for Number of Mappers=6. 
When the training percentage is 90, classification 
accuracy obtained by the Rough Set Theory, PSO, NB 
and the proposed Hadoop based deep RNN method is 
0.9063, 0.9100, 0.9232 and 0.9302 respectively. 

 

 
Figure 2. Analysis using classification accuracy a) 
Number of Mappers=5  b) Number of Mappers=6 

 
b)Analysis based on Sensitivity: Figure 3 depicts the 
analysis of the sensitivity by varying the training 
percentage. Figure 3 a) shows the analysis of 
thesensitivity for Number of Mappers=5. When the 
training percentage is 90, sensitivity obtained by the 
Rough Set Theory, PSO, NB and the proposed Hadoop 
based deep RNN method is 0.9214, 0.9242, 0.9320 and 
0.9403 respectively. Figure 3 b) portrays analysis of 
sensitivity for Number of Mappers =6. For the training 
percentage 90, the sensitivity obtained by the Rough Set 
Theory, PSO, NB and the proposed Hadoop based deep 
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RNN method is 0.9194, 0.9227, 0.9344 and 0.9404 
respectively. 

 

 
Figure 3. Analysis using sensitivity a) Number of 

Mappers =5  b) Number of Mappers =6 
 

c)Analysis using Specificity: Figure 4 portrays analysis of 
specificity by varying the training percentage. Figure 4 a) 
illustrates analysis of the specificity for Number of 
Mappers=5. For the training percentage 90, the specificity 
obtained by the Rough Set Theory, PSO, NB and the 
proposed Hadoop based deep RNN method is 0.8908, 
0.8944, 0.9045 and 0.9155 respectively. Figure 4 b) 
shows the analysis of thespecificity for Number of 
Mappers =6. When the training percentage is 90, 
specificity obtained by the Rough Set Theory, PSO, NB 
and the proposed Hadoop based deep RNN method is 
0.8881, 0.8924, 0.9076 and 0.9157 respectively. 

 

 
Figure 4. Analysis using specificity a) Number of 
Mappers =5, b) Number of Mappers =6 

V. CONCLUSION 
The analysis of sentiments using twitter data has gained 
substantial attention from the online clients, who desired 
to obtain quick response about the companies or products. 
This work presents a Hadoop framework and deep 
learning classifier for sentiment analysis.  The Hadoop 
framework distributes data for feature extraction process. 
In feature extraction process, the significant features, like 
all-caps, emoticon, hashtag, elongated units, sentiment 
lexicon, negation, and punctuation is extracted using input 
twitter data. On the basis of extracted features, the deep 
learning classifier, namely the deep recurrent neural 
network is employed in the classification module for 
classifying input twitter data into two classes namely, 
positive review and negative review. The analysis is done 
for the training percentage and the performance of the 
proposed Hadoop based deep RNN method is evaluated 
using the performance metrics, such as classification 
accuracy, sensitivity and specificity. When compared to 
other existing methods, the proposed Hadoop based deep 
RNN method provided maximal accuracy, sensitivity and 
specificity of0.9302, 0.9404 and 0.9157 respectively. The 
future enhancement can be done by including more 
features in the feature extraction process. 
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